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Lextutor 2009-2019 : 
 >10 million users 
 >35 million pages 
 

Who are these users? 
What do they do?  
What does it mean? 
 



In this talk, I meant to show you some 
quirky usage features 

 
• But inevitably  a ‘theme’ emerged that could not 

be ignored 
 

• A theme related to an old paper of mine 
– “Computing the vocabulary demands of L2 reading” 

(LLT, 2007) 
 

• That looked for the reason that ESL learners 
typically know so few words 
– Even in the most elementary meaning of ‘know’ 
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“So few words”  
Typical VLT results in my old research  

• Cobb (1997) 
– “Mean pre-test score for the experimental group 

on the 2000-level was 670 words, or 33.5% (SD 
6.5), and their post-test score was 1100 words, or 
55% (SD 10.5).” 

• Cobb Horst Meara (1998) 
– “Average knowledge of the 2000 most frequent 

words was was estimated at 1203 words (sd = 
348) and of the 5000 most frequent English words 
2071 words (sd = 560).” 
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This finding is quite general (or was  
                                                       in 1990s)  
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Laufer, Batia. 
Task effect on 
instructed 
vocabulary 
learning: The 
hypothesis of 
'involvement'.  
AILA 1999, 
plenary 
address  



My 2007 paper argued… 

• The reasons for these low figures are  
quite simple 

• 1. Obviously, too few hours 
– Hours x size  r=.92 

• 2. Less obviously, with no systematic 
vocabulary instruction ~ 
– Learners are trying to learn from input 

– And the conditions for learning from input run dry 
at c. 2500 word families  
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In any text or corpus you look at, 

• Somewhere in the lower 3k zone,  

• Frequency drops below any known L2 
learnability criteria 

– Number of occurrences is low 

– Time between occurrences is high  
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Take e.g. “The Great Gatsby” 

– A “lexically rich” text 

• Here are the 2nd and 3rd  
thousand family lists with 6 occurrences 
highlighted                                                       
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Between 2k & 3k - A precipitous decline in 6-hitters (& worse for 7, 8, 9) 



Learnability conditions at 3k  

• There are 311 word families @ 3k in The Great Gatsby 
• But the majority are just 1-5 occurrences 

     [1] = one instance, etc. 
• [1] 184    
• [2] 66       
• [3] 33 
• [4]  9       
• [5]  6      
• [6]  5      
• [7]  7       
• [8]  2     
• [9]  1     
• [10] 1     
• [11] 1 
• [12] 1 
• [15] 1 
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So if 6 occurrences are typically needed  
to form a permanent representation… 
 
Then, here there are just 5+7+2+1+1+1+1+1  

= 19 words up for learning 
 Appearing in a 92% known-word context 
  (Assuming 1k+2k are known) 
  (~1 word unknown in 10) 
And this assumes different family members are  
recognized as re-occurrences 



My conclusion was that ~ 

• An L2 reading lexicon is difficult to build from reading 
alone 
 

• In L1, reading can “do the whole job” 
– Timeframe is 15+ years, with a gradual increase of lexical 

complexity  
• in self-selected texts 

 

• In L2, it cannot (in normal circumstances) 
– Timeframe is 1-2 years 
– Reading rate is slow 
– Lexical complexity comes all at once  

• in assigned texts 
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A paper that embroiled me in a long 
debate with ~ 

• Krashen & McQuillan  
  

• Cobb, T. (2008). What the reading rate research does not 
show: Response to McQuillan & Krashen. Language 
Learning & Technology 12(1), 109-114. 
 

• Nation & McQuillan  
• Cobb, T. (2016) Numbers or Numerology? A response to 

Nation (2014) and McQuillan (2016). Reading in a Foreign 
Language, 28 (2), 299-304. 

 

• And brought down the wrath of the extensive 
reading establishment 
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Now, new data from Lextutor users 

Sheds further light on this phenomenon 

• For two RQs: 

RQ1: Is low vocab still true? 

• After 30 years of ‘the vocab revolution’  
– since Laufer’s survey in 1999 

RQ2: What do learners themselves do about it? 

• Since no one else seems willing to help them 
– Except to say ‘You should read more’ 
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To answer these 
2 questions we 
look at 
Lextutor’s most 
used routines 
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ROUTINE HITS 

VP 4,334 

Conc  
2,294 

Tests 593 

Group 
Lexx 

200 

For a typical day 



          Levels Tests  
          on Lextutor 

 
Four multi-platform, dual-  
mode, frequency-level-  
based tests 

 

Why am I collecting results? 

Teacher requests for recorded 
results 
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Levels Tests on Lextutor 

• Mobile + computer 

• Score + practice versions 

• Only scored version is recorded 
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TEST #  SCORES RECORDED THUS FAR IN 2019 

VST 2983 scores 

VLT 2641 scores 

VLT2 1757 scores 

TTV 36 scores 7,417 total scores 
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Example data file 
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Structure of data file 



Data Filter 

• Record is deleted if : 

– There is no score for lowest level 

• 1k for VST 

• 2k VLT and VLT2 

– Time for test is < 180 seconds 

• 3 minutes 

• Enough to get to 3k part of test 
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Takers from where? 
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ETC 
 
100+ COUNTRIES 



Test Results --> 
 

(By number of scores meeting 
criterion)   
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Result VST 

• Total scores requested : 2980 

• After filter: K1 > 0  + Time > 180 secs  = 320  
     (<11% of requests) 
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Result VST 

 83% criterion 
for competence at 
a level 



 Result VLT 

• Total scores requested : 2646 

• After filter: K2 > 0  + Time > 180 secs  = 1,769 
scores (67% of requests) 

• Mean percentages by level 
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 83% criterion 
for competence at 
a level 

 Result VLT 



Result VLT 2 
(Schmitt, Schmitt & Clapham, 2001) 

• Total scores requested : 1757  

• Filter: K2 > 0  + Time > 180 secs  = 1,313 scores 
(75% of requests) 

• Mean percentages by level 
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Result VLT 2 
 

 83% criterion 
for competence at 
a level 

(To be noted is that smaller tests seem to encourage more 
investment, VLT and especially VLT2) 
 



These scores are probably too high 

• An unknown 
number of 
test-takers 
have done 
these tests 
‘as practice’ 
before doing 
‘as test’ 
– I.E. with 

answers 
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Conclusion RQ1 

Three separate tests,  

 all properly validated in at least one setting 

 with three sets of test items,  

 all show identical results 
  

There remains a general vocabulary weakness after 2k 

 … despite 25 years of “the vocab revolution” 

 

Consequences? 
Knowing half of 3k = reading with about 85% coverage  

• Or 3 words unknown per 20 in newspaper 
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RQ2 
Are learners aware of this problem? 

At some level, Yes 
 
EVIDENCE FROM (1)  ‘GROUP LEX’ ENTRIES AND (2) CONCORDANCE LOOK-UPS 

• Group Lexical Database 

• Ss enter word-example-meaning into a ‘Group Data Base’ 
– Significant investment of time 

• Then sort and use in various ways 
– Make quizzes from each others’ words, etc. 

• This is the version that learners use without a teacher 
– 696 users registered in current version 

– Presently holding 2,226 records 

• Archived periodically 
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So what words do Ss choose for  
Group Lex work? 

• From 2257 words 1699 different words) in 
current version 

• 494/2257=22% are 3k 

– Double any other k-level 
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Similarly, Concordance look-ups 

• Pattern = Group Lex 

–Except that entries are often phrases 
(include prepositions etc.) 

–And are more prone to spelling errors 

• Since Ss are not copying from an example  
as they are in Group Lex 
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For all corpora, 100 thousand look-ups 

Again 3k gets double the interest of 4k 



Conclusion RQ2 
• When learners get a chance, they focus 

directly on the 3k problem themselves 

–Working collaboratively with help of 
software 

• I.E. in data-driven learning 
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Discussion 

• Why do Ss focus on 3k? 
 
Is it hugely more  
present in input 
than 4k? 
 

• Not in “Great Gatsby,” 
 whose VP  
– 10.7% @ 3k 

– 9.1%  @ 4k 
 

• But overall, Yes, 3k items are  
way more frequent 
– And arguably  

constitute 
a ZPD 
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3k as a ZPD  Ss try to learn  
words they “sort of 
 know” 
 
Ss with 2k are  
likely to “sort of  
know” many   
3k words 

 

Much more frequent  
than 4k in “English  
at large” 

 

>> In LOB corpus 
3k is more than 
double 4k 
in coverage 
           (Nation, 2006) 40 



A name for it 

• I propose this phenomenon be called 
the ‘3rd-K Slump’ 

• To mirror Chall & Jacobson’s  
‘4th-Grade Slump’ 

–To which it is strongly akin 

 

41 



A name for it 

• 4th-Grade slump: 
– Gr 1-3  “learning to read” 

• I.E., to decode written language already understood in speech 

• Almost all kids get this 

– Grade 4+  “reading to learn” 
• New vocab, vocab-from-vocab, new concepts 

• Not all kids get this 

• Teaching becomes crucial 
 

• 3rd-K Slump : 
– 1k-2k is got for free, from input 

– 3k+  Teaching becomes crucial 
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What would this ‘teaching’ look like? 
Or ‘provision for learning’? 
 
 

Ideas for Post-2k FFI were  
once popular, though less  
now for some reason 

– E.g., AWL is not updated 
– Exception – interesting work  

on ‘Mid-Frequency Vocabulary’  
by N & D Schmitt 

 
 

How about these 2 ideas: 
• 1. Flashcards for 3k  

divided in 100-fam. sets  
 
Teamed with… 
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What would this ‘teaching’ look like? 
Or ‘provision for learning’? 
 
• 1. Flashcards for 3k  

divided in 100-fam. sets 
 
Teamed with… 

 

• 2. Paul’s ‘Mid-Frequency 
Graded Readers’ 
– E.g., “Alice in Wonderland”  

(27,500 wds, similar Gatsby) 
– 97 K3 word-fams are met in  

95% known-word contexts 
• (Assuming knowledge of K2) 
• One unknown word per 20 

– (But again only 6 fams > 5x 
Thus need to supplement ‘input’) 
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