
Applying Constructivism: 
A Test for the Learner-as-Scientist 

Constructivist learning theory predicts that 
knowledge encoded from data by learners them- 
selves will be more flexible, transferable, and 
useful than knowledge encoded for them by 
experts and transmitted to them by an instruc- 
tor or other delivery agent. If this prediction is 
correct, then learners should be modeled as sci- 
entists and use the reasoning and technologies 
of scientists to construct their own knowledge. 
However, it cannot be taken for granted that 
the prediction is correct, or correct in every 
knowledge domain. The present study 
attempts to establish conditions in which the 
prediction can be operationalized and tested. It 
reports on the adaptation of constructivist 
principles to instructional design in a particu- 
lar domain, second language vocabulary acqui- 
sition. Students learning English for academic 
purposes in the Sultanate of Oman followed 
one of two approaches to vocabulary expan- 
sion, learning pre-encoded dictionary defini- 
tions of words, or constructing definitions for 
themselves using an adapted version of the 
computational tools qfi lexicographers. After 12 
weeks, both groups were equal in definitional 
knowledge of target words, but lexicography 
group students were more able to transfer their 
word knowledge to novel contexts. 

[] A constructivist model of learning has been 
proposed as an alternative to the transmission 
model implicit in most behaviorist and some 
cognitive approaches (Brown, Collins, & 
Duguid, 1989). There are a number of competing 
constructivisms (Phillips, 1995), but the underly- 
ing principle is that two kinds of knowledge are 
created by two kinds of learning. One kind is 
inert, easily forgotten, and untransferable 
beyond its initial situation of learning because it 
was "pre-emptively encoded" (Spiro, Coulson, 
Feltovich, & Anderson, 1988, p. 377) by an 
expert for transmission to a learner. The other 
kind is memorable and transferable to novel 
contexts because learners have encoded it for 
themselves from raw data, or at least raised it to 
a higher level of organization, by forming and 
testing hypotheses in some version of what pro- 
fessional scientists do (Resnick, 1987). 

Constructivism has recently become interest- 
ing to educational technologists, partly because 
of the ways information technology is impacting 
on life, learning, and work (Duffy & Jonassen, 
1991), and partly because it offers a new 
approach to instructional design as interest 
wanes in the instructional systems technology 
model (Bednar, Cunningham, Duffy, & Perry, 
1991). However, up to now a role for construc- 
tivism has been discussed more in principle than 
in practice, and claims about the kind of knowl- 
edge it produces remain largely untested. 

CONSTRUCTIVISM--WHAT'S NEW? 

Constructivism is reminiscent of the discovery 
approaches to learning that have surfaced peri- 
odically since Dewey (1938), whereby learners 
learn best what they discover or can be led to 
discover for themselves. In any precise episte- 
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mology, the discovery of (old) knowledge is not 
identical to the construction of (new) knowl- 
edge, but the approaches are similar in terms of 
benefits claimed and challenges posed. For 
Brown and Campione (t994, p. 229) discovery, 
learning is now "fully incorporated" into con- 
structlve learning. The approaches share at least 
one central notion, that learners should attempt 
to resemble scientists in nontrivial ways, engag- 
ing in independent theory formation and 
hypothesis testing. 

While anyone can think of cases where 
knowledge is not ideally gained through 
hypothesis testing (e.g., the knowledge that chil- 
dren should not play with matches), with a few 
such provisos the learner-as-scientist idea has 
perennial appeal. So, is constructivism destined 
to join discovery learning in the long list of edu- 
cational enthusiasms that come and go, never 
articulated clearly enough to be tested, or in 
vogue long enough to prove their theoretical 
interest or practical worth? For a number of rea- 
sons, constructivism may be more than just 
another swing of the discovery pendulum. The 
common interest in modeling learners as scien- 
tists masks a number of differences in the mod- 
els themselves. 

First, earlier discussions of the learner-as-sci- 
entist were often conducted in vague terms, as 
noted by Ausubel (1968) and Bereiter (1994). In 
retrospect, modeling learners as scientists was of 
limited value when it was not well understood 
what  scientists do or how they think. Now, 
descriptions are available of scientists' and other 
experts' information-processing and knowl- 
edge-constructing procedures (e.g., Chi, Glaser 
& Farr, 1988), to the point that expert models 
may be detailed enough for adaptation as 
learner models. 

Second, discovery learning was an instruc- 
tional methodology mainly of interest in educa- 
tional circles, while modern constructivism is a 
theory of mind and brain informing research in 
several areas including neuroscience (Quartz & 
Sejnowski, 1997). 

Third, simplistic notions of "better" knowl- 
edge deriving in principle from data-driven 
learning, while still present, do not dominate the 
present discussion of constructivism. A typical 
current view is that information in various states 

of organization from raw data to fully formed 
representations can be successfully integrated 
into human memory, and the level that is better 
in a particular case depends on what input is 
available and what use the output  or knowledge 
will serve (Anderson, Reder, & Simon, 1995; 
1996; Merrill, 1991). Indeed, the perils of 
learners' constructing their own knowledge 
now seem at least as apparent as the advantages, 
following the many studies of the misconcep- 
tions to which naive theory construction is 
prone (e.g., McClosky, 1983), and accordingly 
many constructivists now take for granted some 
form of scaffolded (Lajoie & Lesgold, 1989) or 
guided (Brown & Campione, 1994) approach. 

In other words, a sounder and more sober 
learner-as-scientist theory may now be available 
for instructional purposes, assuming there is 
any reason to remain interested in it. One reason 
may be that some version of constructive learn- 
ing is now upon us whether we like it or not. 
Duffy and Jonassen (1991; 1992) argue that a 
redefinition of learning and intelligence is taking 
place under the pressure of the information rev- 
olution. Until recently, an education provided a 
store of tried and true, preconstructed knowl- 
edge for use with minor modifications over a 
lifetime, but now an education must impart the 
ability to compute useful new knowledge on the 
fly on a just-in-time basis from an unending flow 
of novel, mixed-quality information. The goals 
of education should be extended to impart this 
ability, and constructivist approaches to instruc- 
tional design may offer a framework for doing 
this. 

CONSTRUCTIVISM AND EDUCATIONAL 
TECHNOLOGY 

Duffy and Jonassen's (1991) piece is written 
from the educational technology perspective, 
and indeed the task of devising instructional 
paradigms for the information age seems a natu- 
ral one for our field. Two of our traditional 
strengths address two of the challenges of 
implementing constructivist learning in practi- 
cal settings. (a) One strength is our experience in 
designing independent learning environments, 
from teaching machines to interactive tutors. If 
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learners are to grapple with raw data in their 
own way and hme in any real sense, then some 
type of independent  learning environment  will 
be necessary. (b) Another strength is our tech- 
niques for knowledge engineering, or quizzing 

experts for what they know and how they think 
m order to commumcate th,s reformation to oth- 
ers. If learners are to be modeled as experts in 
any real sense, then detailed accounts of what 
many types of experts know and do will be nec- 

essary. 

Not surprisingly,  many educational technol- 
ogists have shown enthusiasm for constructiv- 
ism, some even likening their discovery of it to a 
"conversion" (Bednar et al., 1991, p~ 91). Bednar 
and her colleagues argue that constructivism 
highlights what  was always best in the educa- 
tional technology approach and can serve as its 
new theoretical center, providing an alternative 
to both the waning transmission-based instruc- 
tional systems technology model and an emerg- 
ing atheoretical eclecticism. The excitement of 
regrounding the field in constructivism comes 
through in passages such as the following: 

The overarching goal of [the constructivistl approach 
is to move the learner into thinking in the knowledge 
domain as an expert user of that domain might think. 
Hence, [instructional] designers operating under these 
assumptions must identify, the variety of expert users 
and the tasks they do. For example, our goal should 
not be to teach students geography principles or geog- 
raphy facts, but to teach students to use the domain of 
geographic information as a geographer, navigator, 
cartographer, etc. might do. (Bednar et al., 1991, p. 93) 

database  of the learner types, conditions,  and 
domains  in which constructivist approaches 
have been useful. 

In some domains,  of course, some degree of 
constructivism has always been the norm. In 
physical science subjects, even in secondary 
school, theory construction and testing is the 
main agenda in the laboratory. In any domain,  
the doctoral degree is awarded  for t ransforming 
low-level data into high-level knowledge.  So the 
notion of increasing the emphasis  on construc- 
tivist learning refers mainly to expanding con- 
structivism into domains  or cultures where 
transmission models have dominated.  I propose 
that a domain suitable for testing the 
expandabil i ty  of constructivist  principles will 
meet the following criteria. It will be a domain 

where: 

• transmission-based instructional models  
have traditionally dominated but have not 
produced the desired learning; 

• an empirical  methodology is available to 
measure quantities and qualities of learning; 

• there is an in-principle argument  that a con- 
structivist approach could produce  the 
desired learning, and yet constructivism does 

not occur naturally; 

• a model  of expert knowledge construction is 
available to serve as a basis for instructional 

design. 

A domain  meeting these criteria is vocabulary 
acquisition in a second language. 

FROM VISION TO 
RESEARCH AND DEVELOPMENT 

VOCABULARY ACQUISITION AS 
TEST DOMAIN 

Despite the plausibili ty of a link between educa- 
tional technology and constructivism, however,  
up to now vision statements have outnumbered 
practical implementat ions and far outnumbered 
empirical validations. In the five years following 
Bednar et al. 's (1991) much-cited paper,  Bednar 
could not name a specific s tudy applying and 
testing its proposals  (personal communication, 
1996). If constructivism is to be taken seriously 
as a new paradigm for the information age, then 
vision statements must  at some point  give way  
to a program of empirical  research leading to a 

Among  the small  number  of empir ical  studies 
cited by  Brown et al. (1989) as suppor t  for con- 
structivism was a s tudy  of vocabulary  acquisi- 
tion conducted by Miller and Gildea (1987). This 
s tudy showed that children learned little about 
words  from dict ionary definitions (pre- 
constructed and transmitted knowledge),  but  
learned much from wresting the meanings of 
new words  out  of natural  sentence contexts 
(knowledge constructed from data), par t icular ly  
if the goal was to use the words  product ively  in 
novel sentences (transfer). Admit tedly ,  Miller 
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and Gildea's participants were children learning 
English, their first language; however, their 
finding has been replicated with both adults 
(Gildea, Miller, & Wurtenberg, 1990) and adults 
learning a second language (Nesi & Meara, 
1994). Second-language vocabulary acquisition 
meets all the domain criteria proposed above. 

the outcome variable of abiding interest has 
been a transfer measure (e.g., Prince, 1996), 
although of course operationalized in different 
ways. 

In-Principle Case 

Dominance of Transmission Model 

There is little doubt that most conscious word 
learning of second-language learners in and out 
of classrooms involves the consultation of dic- 
tionaries, a classic source of pre-encoded knowl- 
edge. Learners' preference for definitions over 
other word information is well attested in the 
research (e.g., Bland, Noblitt, Armstrong, & 
Gray, 1990). And yet learning from definitions 
alone has proven ineffective, as shown by many 
studies in addition to Miller and Gildea's (1987), 
including McKeown (1993). Lexical knowledge 
acquired from a definition tends to remain inert 
and untransferable to novel contexts (unless, of 
course, one is merely using the definition as con- 

firmation). 

A possible reason for this is the way defini- 

tional information is logically organized. A defi- 
nition starts by categorizing the look-up word at 
the next higher order of generality, that is, at the 
next lower order of frequency, so that words are 
explained via other words even less likely to be 
known ("a car is a vehicle which..."). If learners 
are looking up car, what hope that they will 
know vehicle? In other words, the traditional 
genus-and-differentia structure of definitions is 

inherently unsuited to learning the high-fre- 
quency words of a language which typically 

occupy second-language learners. 

Empirical Methodology Available 

Miller and Gildea's (1987) original framework 
comparing definitional and contextual treat- 
ments on a transfer measure has become a stan- 
dard in lexical research and has provided much 
reliable and useful information. The treatment 
variables have been further specified (types of 
definitions, numbers and types of contexts), but 

A wealth of studies support a constructivist 
approach to word learning. Extensive reviews 
by Mezynski (1983) and Stahl and Fairbanks 
(1986) conclude that a word is best learned 
through meaningful encounters in several natu- 
ral contexts, with or without the aid of some sort 
of definition. The resulting knowledge will then 
be productive an d transferable, as measured by 
its contributing to the comprehension of a novel 
text in which the word is featured. There are sev- 
eral mechanisms that could explain the link 
between multicc)ntextual learning and transfer- 
able lexical knowledge. One is that the extra 
effort of drawing an inference makes the learn- 
ing memorable (Hulstijn, 1992). Another is that 
meeting a word in several contexts paradoxi- 
cally decontextualizes its mental representation, 
facilitating the computation of novel instantia- 
tions (Sternberg, 1987). Still another is that all 
cognitive and motor skills are schematized at an 
abstract and hence generalizable level if they are 
practiced in varying situations (Schmidt & 
Bjork, 1992). 

No Natural Occurrence 

With the problems of definitional learning and 
the benefits of contextual learning so clear, what 
prevents language learners from embracing 
data-driven vocabulary acquisition practices 
without urging? Of course there is a catch to 
contextual learning. The information in a given 
natural context is typically incomplete or even 
misleading, as shown in a number of studies 
(beginning with Beck, McKeown & McCaslin, 
1983). It is only over a lengthy period of time, 
such as the span of a normal childhood, that 
enough words are met  in enough contexts to 
make contextual learning feasible. Even so, how 
children learn as much about words as they do 
remains a cause for speculation (Landauer & 
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Dumais, 1997). To detail the pace of natural lexi- 
cal growth, Nagy, Herman, and Anderson 
(1985) showed that the probability of learning 
any word from a single contextual encounter 
was only about .15, but that this was adequate to 
account for the measured lexical growth of 
school-aged first-language learners on the basis 
of an average reading intake of 1 million words 
per year for 10 years. However, as Meara (1988) 
has argued, these figures are hardly applicable 
to second-language learning, where learners are 
more likely to encounter in the region of a few 
thousand words per year and the years available 
for learning are not 10 but 1 or 2. 

Martin (1984) summarizes the problem pro- 
duced by the very different conditions of first- 
and second-language learning: 

The luxury of multiple exposures to words over tune 
in a variety of meaningful contexts is denied to second 
and foreign language students. They need prodigious 
amounts of information within an artificially short 
time . . . .  How can this enormous amount of informa- 
tion be imparted? (p. 130) 

word-learning efforts, as noted by Beck and 
McKeown (1991, p. 83): "The potential import- 
ance of context as a vocabulary learning source 
and the apparent difficulty in using that source 
warrant a continued search for more effective 
instruction." It even exists in the acquisition of 
complex concepts in adulthood, as noted by 
Spiro, Feltovich, Jacobson, and Coulson (1991, p. 
30): "Learning a complex concept from erratic 
exposures to complex instances with long peri- 
ods of time separating each encounter, as in nat- 
ural learning from experience, is not very 
efficient." 

The similarity in phrasing across these quota- 
tions is striking, especially the recurring interest 
in some "more effective" or "more efficient" 
approach to vocabulary growth. There is clearly 
room for a new approach to instruction in this 
area, some way of making contextual data more 
accessible to learners. 

An Expert Model 

This is arguably the key question for learners of 
second languages, and for those who design 
their instruction. 

Learning a second language involves learn- 
ing thousands of new words, Definitions do not 
help language learners much, and yet the time 
for natural contextual learning is demonstrably 
absent. This problem has been regularly noted 
by theoreticians of second-language acquisition. 
Many years ago, the linguist J.B. Carroll (1964) 
expressed the wish that some form of vocabu- 
lary instruction could be found that would 
mimic the effects of natural, data-driven, contex- 
tual learning, except more efficiently. The prob- 
lem was restated 25 years later in essentially the 
same form by second-language theorist Krashen 
(1989): 

I t . . .  appears to be the case that vocabulary teaching 
methods that attempt to do what reading does--give 
the student a complete knowledge of the word--are 
not efficient, and those that are efficient result in super- 
ficial knowledge. (p. 450) 

This problem also exists for children learning 
their first language, at least in their explicit 

Finally, the domain of vocabulary acquisition 
brings with it an expert model of knowledge 
construction. The experts in working out the 
meanings of words from context are, of course, 
dictionary writers themselves. Like second-lan- 
guage learners, lexicographers need to process 
large amounts of lexical information in unnatu- 
rally short time periods, but unlike most lan- 
guage learners they have developed tools and 
strategies to help them do this. 

A PROFESSIONAL MODEL OF 
WORD LEARNING 

Modern lexicography is a data-driven, empirical 
science. Lexicographers piece together the 
meanings of words on the basis of large num- 
bers of examples from language users' speech 
and writing, that is, on the basis of inference 
from multiple contexts. This was not always the 
case, Traditionally, lexicographers established 
the meaning of a word on the basis of what  some 
authority had said it meant, or what  it had 
meant in Greek or Latin, or on the 
lexicographer's own instinctive understand- 
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ing--in other words, on the basis of other defini- 
tions. But in the 19th century, in keeping with 
empirical developments in the physical sciences, 
lexicographers began to examine texts and 
speech transcripts instead of other definitions to 
determine the meanings of words. The famous 
case is the O~brd English Dictionary, or OED 
(1884/1928), compiled between 1857 and 1927, 
which included for each word several authentic 
example sentences from both old and contempo- 
rary sources, displaying clearly the basis for the 
proposed definition and acknowledging 
implicitly that meaning was not necessarily 
static. 

Unfortunately, the amount of linguistic data 
that early modern lexicographers could consult 
was limited by the prevailing text-processing 
technology. The telling portrait is Oxford's 
James Murray (1977), working on the OED proj- 
ect at some point in its history in his garden shed 
"scriptorium" surrounded by hundreds of car- 
tons of illustrative hand-written quotations sub- 
mitted over a 70-year period by thousands of 
amateur wordsmiths throughout the English- 
speaking world. The empirical approach to dic- 
tionary writing has since been made simpler by 
text-processing technology (see Ooi, 1998, for a 
review of current procedures). All the informa- 
tion in Murray's scriptorium can now be housed 
in a child's computer, and the world provides an 
unending flow of electronic text in all domains 
and modalities that can be mined for clues as to 
what speakers and writers think their words 
mean. Ever larger text corpora have been col- 
lected, sampled, and analyzed, starting with 
Kucera and Francis's (1967) corpus of I million 
words and ending, for the moment, with the 

British National Corpus (1997) at 100 million 
words. 

It is the vastness of the modern text corpus 
that puts lexicographer and language learner 
into similar positions. Like learners who cannot 
meet words often enough within a year or two to 
integrate stable meanings, lexicographers do not 
have the time to read through gigabytes of text 
searching for all the recurrences of a word or 
phrase that together constitute its meaning. 
Instead, they must find ways to aggregate thinly 
distributed data, and for this they have devel- 
oped a computer program called a concordance. 
This program is capable of searching through 
enormous amounts of text and assembling all 
the occurrences of particular words, phrases, or 
structures. In Figure 1, a concordance program 
(Antworth, 1993) has assembled instances of the 
word Alice from Alice in Wonderland. If any 
instance seems particularly interesting, the user 
can access the full original context. 

There is no reason in principle that some ver- 
sion of this technology could not solve the 
longstanding problem of Carroll (1964) and oth- 
ers, discussed above, by efficiently delivering 
many years' worth of natural contextual expo- 
sures within the typical year or two of second- 
language learning. 

However, it could not be taken for granted 
that professional corpora and concordances 
could simply be put into the hands of teamers 
unmodified. The tools of corpus analysis are not 
simple to operate, nor their outputs simple to 
interpret (understanding the interface devel- 
oped to make sense of the British National Cor- 
pus itself requires a training course). To be 
useful to language learners in vocabulary acqui- 

Figure 1 [ ]  Concordance: computer-aided contextual inference 
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sition, such tools would need to be extensively 
modified, focused on specific tasks, and recon- 
sidered from the motivational aspect. Even then, 
it could not be taken for granted that the multi- 
ple contexts gathered by a concordance program 
would have the same learning power as multi- 
ple contexts met within a more natural time 
frame and goal structure. Whether they can is an 
empirical question, to be addressed in the fol- 
lowing study. 

METHOD 

Participants 

The participants in this training study were 58 
male and. female first-year students at Sultan 
Qaboos University in Oman in 1993-t996. These 
students were studying English in preparation 
for academic courses to be taught in English in 
business, commerce, and information technol- 
ogy. Their learning was consequential (failure 
was possible); they had been trained in a 
strongly transmission-based style of learning 
(much as described by Gardner, 1993, under the 
heading "traditional education"); and their 
approach to learning had been explicitly identi- 
fied as an impediment to their academic prog- 
ress. 

Since the University opened in 1986, the 
students' learning habits have been the subject 
of several studies. In one of these, Barwani, 
Yahya and Ibrahim (1994) asked faculty mem- 
bers to rate 34 learning-related skills and 
attitudes on two dimensions: (a) importance to 
academic success and (b) availability in stu- 
dents. Responses were entered into a factor anal- 
ysis, and only 1 of the 34 skills came out as both 
desirable and available: "ability to memorize 
and recall information." Highly desirable, but 
unavailable, was "knowing how to learn." It 
was an explicit if ill-defined concern of the Uni- 
versity to encourage the students toward a more 
independent approach to their learning. 

The students' memory-based approach to 
learning was particularly evident in their 
approach to acquiring the vocabulary of 
English, their new medium of instruction. Their 
main learning strategy was to use a dictionary to 

write out long lists of English-Arabic translation 
equivalents. 

Needs analysis. Vocabulary acquisition was 
arguably the main task confronting these stu- 
dents in their first year. Several studies have 
shown that of the many components of knowing 
a second language, vocabulary size correlates 
most with subsequent academic achievement 
(e.g., Saville-Troike, 1984). An on-site survey by 
Arden-Close (1993a, p. 251) of British and Amer- 
ican lecturers teaching English-medium aca- 
demic courses concluded that "language 
problems in these lectures are seen as almost 
exclusively vocabulary problems." The specific 
hurdle facing the first-year students was to pass 
a standardized test of English known as the Pre- 
liminary English Test (PET) (Cambridge, 1990), 
which is written fTom a lexical base of the 2,387 
highest frequency words of English (as deter- 
mined by Hindmarsh, 1980). The students' 
chances of doing well on any test assuming 
knowledge of 2,387 words was predictable from 
their performance on Nation's (1990) Vocabu- 
lary Levels Test, which students in the College of 
Commerce wrote on entering the University. 
The majority of students knew between 500 and 
1,000 English words. Assuming a minimum goal 
of 2,000 words at the end of a year's instruction 
to be in good shape for their test, even the most 
advanced among these students was faced with 
a learning task in the range of 1,000 new words. 
To see this task in perspective, it is roughly dou- 
ble the learning of comparable European learn- 
ers (who gain on average 550 new words per 
year, as calculated by Milton & Meara, 1995). 

As the present study began, the PET had been 
in use at Sultan Qaboos University for two years. 
The failure rate had been high, with the lowest 
scores in the reading section of the test. Reading 
has been shown to be the skill area most depen- 
dent on broad vocabulary knowledge (Anderson 
& Freebody, 1983). But, as already discussed, 
vocabulary knowledge contributes to reading 
comprehension mainly when gained through 
natural contextual encounters, that is, through 
reading. 

Learning words with a dictionary was not a 
very effective strategy for these students. In an 
on-site replication of Miller and Gildea's (1987) 
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study, Horst (1995) found that despite their 
enthusiasm for definitions these students typi- 
cally misinterpreted definitional information 
just as the children in the original experiments 
had done. Yet, unlike Miller and Gildea's chil- 
dren, these students did not have a compensating 
ability for inferring word meanings from context 
when definitions were unavailable. This was 
shown in a talk-aloud study in this same popula- 
tion by Arden-Close (1993b). Protocols of stu- 
dents inferring meanings for new words 
revealed that most of their inferences were erro- 
neous, being typically based on word-internal 
information such as one English word sounding 
like another, or even like an Arabic word. 
Broader linguistic or situational contexts were 
rarely considered. In other words, neither of the 
two obvious routes to building a second lexicon 
-.-definitions or contexts--held much promise. 

What could an expert model otJ~r? There is a large 
gap between knowing that students would learn 
more if they constructed their lexical knowledge 
from textual data, and providing them with the 
means for doing so. Instructors and reading- 
skills textbooks have long exhorted learners to 
adopt data-driven approaches to vocabulary 
acquisition, but the majority have always 
declined. In fact, language learners may have 
good reasons for balking at the suggestion they 
forswear their dictionaries. 

Informal discussions with successive cohorts 
of students at Sultan Qaboos University suggest 
they know instinctively some interesting facts 
about vocabulary acquisition. They suspect that 
the natural contextual learning processes of first- 
language acquisition operate too slowly to help 
them much (as confirmed by Nagy et al., 1985). 
They suspect that natural contexts often contain 
inadequate and misleading information about 
what words mean (as confirmed by Beck et al., 
1983). They realize that given the amount of 
reading they are likely to do in English, they will 
not meet new words enough times for signifi- 
cant learning to take place. Saragi, Nation, and 
Meister (1978) found almost no learning from 
fewer than five encounters. The students sense 
that despite their instructors' exhortations about 
using context, their instructional materials have 
not really been designed to help them in this. 

Wodinsky and Nation (1988) bear this out, find- 
ing that even in vocabulary-controlled readers, 
conditions are far from optimal for contextual 
learning. Finally, they have gathered from sev- 
eral rounds of classroom guessing-from-context 
activities that their present vocabulary base is 
inadequate for inferential learning. Laufer 
(1989) finds little reliable learning from texts 
with more than 1 word unknown in 20. For 
learners knowing only 1,000 words, a typical 
text will present as many as 5 unknown words 
in 20. 

However, the lexicographer's concordance 
tool could in principle overcome some of the 
learners' reservations about ]earning from con- 
text. With its data-aggregating ability, a concor- 
dance can reduce the amount of time required 
for several contextualizations of a word to pres- 
ent themselves. It might also reduce the power 
of unclear contexts to mislead by giving several 
to choose from. With enough sentence contexts 
available for any word, chances are good that in 
at least one of them only 1 word in 20 will be 
unknown, even for a learner with only 1,000 
words. 

On the negative side, a concordance is diffi- 
cult to read; its texts are reduced in size and 
coherence; there is little opportunity for the nor- 
mal flow of natural reading to build up (see Fig- 
ure 1); and the on-screen text-to-space ratio 
breaks normal standards of text design (Waller, 
1991). To the instructional designer, it is far from 
obvious that a corpus-based tutor will survive 
the transition from the lexicography unit to the 
language unit. 

Appa~t~ 

A learner corpus and concordance. Several pro- 
jects involving the educational uses of concor- 
dances had already been undertaken at Sultan 
Qaboos University (Cobb, 1997a; Flowerdew, 
1993; Stevens, 1991), yet not to the point of put- 
ring concordances into the hands of learners 
themselves. Several corpora and concordance 
interfaces were pilot tested with a number of 
intact classes of first-year students in 1993-1995. 
It quickly became clear that neither a standard 
corpus nor a standard interface would be inter- 
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estmg for these learners to use. Even corpora 
specifically designed for language learning, 
such as Microconcord (Oxford English Software, 
1993) or Cobui ld 's  Bank of English (Collins- 
Cobufld, 1997) were far more linguistically com- 
plex than these students were able cope with 
given their English prof iaency level. The in- 
house corpus eventually assembled for this 
s tudy was a 50,000-word collection of the 

students '  own language course materials, cho- 
sen on the p r inap le  that most of the 2,387 words 
they needed to know were actually present in 
their materials in sufficient frequency, just too 
widely distributed for effective learning within 
the time available. (Corpus building procedures 
are discussed in Cobb, 1996.) 

As for the interface, observation and feed- 
back suggested that keyboard entry" posed an 
obstacle for the students,  most of whom were 
inexperienced typists and poor English spellers, 
and that the screen layout of a s tandard concor- 
dance output  did not make different kinds of 
textual information visually salient. As for 
instructional design, the standard interface did 
not make it clear exactly what learners were sup- 
posed to do in a concordancing sess ion--which 
words  to investigate, or what  to do with lexical 
information once they had assembled it. 

It became clear that a concordance program 
for the early stages of language learning should 

do the following: 

• identify which words  to investigate (in this 
case items on the high-frequency PET word 

list); 

• provide  a means for learners to take away 
lexical information in hard copy (or else most 
of the lab hour was spent  transcribing from 
the screen); 

• bui ld  in motivation for considering each 
word  in several sentence contexts (since not 
all learners saw the point  of this). 

Following the theme of drawing inspiration 
from the tools and procedures of experts, I 
found ways of meeting several of these design 
challenges in an article by Meijs (1996), a lexicog- 
rapher.  Here Meijs discusses the growing ten- 
dency in lexicography to integrate concordance 

software with various lists and databases: 

... [which] mesh in with software that helps lexicogra- 
phers in the actual construction of the dictionary, 
allowing them, for instance, to cut and paste examples 
straight from the corpus into the appropriate section of 
an entry, screen definitions for compatibility with a 
controlling restricted vocabulary... In its most sophisti- 
cated form, the lexlcographer's workstation is an inte- 
grated computer system in which the lexicographer 
can switch between all the components---the corpus, 
concordancmg, retrieval and statistical software, and 
the software which guides the gradual compilation of 
the dictionary--at the click of a mouse button. (p. 106) 

The possibil i ty of l inking corpus and concor- 
dance to wordlists  and databases via clicks of 
the mouse button suggested ways of meeting 
many of the challenges of beginner concordanc- 
ing. The concordance could be mouse  dr iven,  
eliminating keyboard problems, and  lists of to- 
be-learned words  could be l inked to the inter- 
face, so that clicking on these words  would  dr ive  
the concordance searches. Particularly useful 
was Meijs's (1996) idea of cutt ing and past ing 
example sentences straight into entries, because 
it suggested a way of motivating learners to 
search through a number  of contexts. This 
search could be piggybacked onto the s tudents '  
interest in taking away hard copy. With the con- 
cordance interface linked to a database where 
learners could store selected words,  these words  
could then be printed in an attractive glossary 
format on the condition that each word  was  
accompanied by  at least one example sentence 
from the corpus, a s t ipulat ion that could be 
coded into the program.  The assumption,  later 
shown correct, was that learners would  look 
through concordance lines for a comprehensible  
example sentence if it was to appear  on their 
own print-outs,  rather than selecting one that 
made  no sense to them. In other words,  the 
learners would  have a reason to sift through the 
assembled lexical data and construct some 
meanings along the way. 

Since none of the concordance packages  com- 
merciaUy available met these criteria, I set about  
designing the learner version of Meijs's (1996) 
workstat ion myself, d rawing  on local and  inter- 
national  expert ise and support .  The main  con- 
cordance engine was a shareware  Pascal rout ine 
called TEXAS (Zimmerman,  1988), and  the plat-  
form for interface development  was Apple ' s  

Hypercard.  
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Design ~ PET.2000, a dictionary toolkit. Figure 2 
shows the concordance interface resulting from 
several cycles of formative evaluation, an inter- 
face simplified for language learners yet pre- 
serving key features of the lexicographer's 
toolkit. The corpus and concordance are fully 
integrated with an easy-access list of the 2,387 
PET words.  Clicking on the letter A at the top of 
the screen brings all the words  beginning with 
the letter a into a scrolling window; clicking on 
any word brings all instances of that word into a 
second window as contextualized concordance 
lines; clicking on any concordance line expands 
that line into its source text in a third window, 
showing the target word in upper  case and high- 
lighting the immediate sentence. Used words 
are underl ined so that learners can keep track of 
what  they have done. The three windows are in 

three colors and three text fonts so that different 
information types are visually distinct. A large 
number  of words  appear  on the screen, but  a 
maximum of empty  space has been preserved, 
and 12- or 14-point fonts have been used wher- 
ever possible. The program works  fast enough 
on the Macintosh LCIII machines in the students '  
lab for them to see clearly the results of their 

achons. 
PET.2000 thus allows a great many words  to 

be viewed in several contexts in a short time, 
providing a zoom lens on a large amount  of dis- 
tributed data. Following Meijs (1996), 1 linked 
the concordance interface to a database that stu- 
dents kept on their f loppy disks, where they 
could store their findings s imply by clicking on 
ENTER IN WORD STACK. An entry in the database 
was created for the target word  along with 

Figure 2 ~ PET.2000 interface 

e and was invited aboard an Unidentified Flying O 
on't do something ABOUT that soon, the ceiling wi 
ently. ¶ Ll What ABOUT the outside? What did you 
Mr Harold Thomas ABOUT the pleasures and problem 

e started talking ABOUT my family and she knew wh 
don't open until ABOUT uhm.. I0 or ii in the morn 

on'tl ~ B| Fights ABOUT getting on the bus. No g 
n the leaends ar~ ABOUT the adventures of the kni 
ell false stories their experiences. I'm s 
~::.. 

Q: I'm 1 6 and I have never  been out wi th  a girl. I 've never  even kissed i!~ 
~ne. My friends have all had lots of gir l fr iends, but girls don't seem to be I~" 
n te res ted  in me. When I ask girls out, they say they don't feel  like it. "::~ 
~ow I tell everyone that  I have a girl-f l ' iend in France, but I don't think 
they believe me. What should I do? 

. I III I ~ i • . . • ,,. 
I l l  i ' d [ i ]  1] [ i l ]  I I  [1111 l l i I ,  [ " . l l l  "-IN u ~ '~  r l l  I ~ I I l ] l  L N , ]  I [ ' . . I  I n  ~ I l l i ~  L I S t [ I ]  • I i l  . l  l l l l  l i  I I  l [M l l l l i l  

~:,,.-,at.-],[,[~w I'm sure some of your fr iends are telling stories too! You l!!i 
;houldn't tel l  lies, because that will make  you feel more worr ied,  and l!il 
~eople will learn the truth sooner or later .  Don't worry  ABOUT not having a~I 
~irlfriend. Your t ime wil l  come. 
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whatever  portion of the source text the student  
had selected, either the default sentence or more 
(or less) contextual information as desired. 
Addit ional  context sentences could be selected 
for the same word or for different forms of the 

word.  Figure 3 shows a database entry assem- 
bled from the concordance information shown 
in Figure 2. There is a space for typing a defini- 

tion in either English or Arabic. 

Procedure 

Conditions ~ use o( PET.2000. The students '  sec- 
ond-term reading course was expanded to 
include a PET-words vocabulary module.  The 
entire 2,387-word list was installed in the con- 
cordance interface, shown in the window at the 
top of Figure 2, and the students were assigned 
roughly 200 words  from the list to be learned 
every week (e.g., all the words  starting with C). 
The list was available only on the computers,  
and one computer  lab-hour was set aside per 

Figure 3 ~ Personal Word Stack 

class per  week for this work. Twenty randomly  
selected to-be-learned words  were tested weekly  
in the classroom. The students were advised to 
look through the roughly 200 new words  every 
week for 12 weeks, decide which ones they 
knew inadequately,  and send these to the 
database with one or more examples from the 
corpus; add  definitions if desired,  and print  up 
the session's work as an installment in a grow- 
ing personal glossary (shown in Figure 4). 

Learners worked individual ly  or in groups.  
Most worked individual ly,  al though later they 
often photocopied pages from other s tudents '  
glossaries to supplement  their own. No a t tempt  
was made to prevent  them from consult ing dic- 
tionaries to fill in the definition slot in the 
database if they wished, but  the design ensured 
they had met the word in several contexts before 
that. The s tudent ' s  work  in Figure 4.shows the 
examples  and Arabic definitions she has added  
for one page in her glossary. It may seem gran- 
diloquent to refer to these definitions as knowl- 
edge constructions, since in most cases they are 
about the same as could be found in any small 
dictionary. However,  the majori ty of partici- 
pants  reported that when they had found even 
one totally clear example  for a word,  then its 
meaning seemed obvious and they did not need 

a dictionary. 
The students  also reported that they nor- 

mally checked several contexts before selecting 
one for the database,  and the sys tem's  user 
tracking confirmed this (for more details  on sys- 
tem use, see Cobb, 1996). Fewer than half the 
examples  selected were s imply the first one 
listed in the concordance. Several aspects of the 
s tudent ' s  entries in Figure 4 hint at rather 
sophisticated word-learning strategies: Word-  
family information has been noticed and 
included (employee as well as employ). Two 
senses of engaged have been recorded,  and  sev- 
eral possible Arabic translations have been 
entered for some of the words,  suggest ing a 
learning strategy more interesting than the 
usual one-to-one translations produced  by "the 
naive lexical hypothesis"  (Bland et al., 1990, p. 
440). Most of the context sentences the s tudent  
has chosen are fairly clear i l lustrations of an 
important  sense of the target word.  

Testing the tutor. The learning effects of 
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I-'ET 2000 were assessed dur ing  the second run 
of the final version of the system, at a time when 
the s tudents  had been learning English for about 
five months.  Of the several groups using 
PET 2000, four intact groups at two proficiency 
levels were r andomly  selected for testing. The 
first level consisted of two groups (n = 17 each) 
of lower intermediate students (meaning they 
knew on average 1,200 English words, as estab- 
lished by Nation's,  1990, Vocabulary Levels 
Test). The second consisted of two groups (n = 
12 each) of upper intermediate students (with an 
average of 1,500 words). 

At each level, groups were randomly 
assigned to experimental and control conditions. 
Experimental group participants used the con- 
cordance software as described above; control 
group participants used a modified version of 

the software to send items with no examples to 
their databases for annotation with Arabic trans- 
lations from their (off-line) dictionaries, in each 
condition, there were a low-intermediate and 
high-intermediate group, so that independent 
comparisons could be made at two levels. 
Within each level, the classes selected for the 
study were equal in terms of both definitional 
vocabulary size and ability to transfer vocabu- 
lary knowledge to a novel context (see Table 1). 
Participants had been assigned to groups ran- 
domly by the institution (except that proportion 
of males to females was balanced in each class). 
Context users and definition copiers spent 
roughly the same amount of time on their 
PET-2000 work, 45 min per student per week for 
12 weeks, with very little variance, according to 
both informal observation and the program's 

Figure 4 ~ Constructing o dictionary 

PERSONAL WORD STACK • LAILA • 28/3/95 D. 18 

EMPLOY. 

They EI'IPLOY a consultant engi near to 
design |t and prepare all the plane. 

EMPLOYEE 

t .... 

The manager began to hi re new 
EMPLOYEES who could put the idea into 
actt0n. 

ENCOURAGE 

They ENCOURAGED women to break the 
le~v. 

ENEMY 

Hie me| n ENEHY vea the Shertff of 
Nottt nghem, vho ,vaa alvays tryt ng to 
capture Rob1 n but never managed to do it. 

ENGAGE0,, 

J-,":' " t O) 
Then 
the monster attacks end k'llls not 0nlg 
Frankenstet n's friend but also hta brother 
and the roman his 
brother is ENGAGED to, Ms brother's 
fiance Elizabeth. 

If you vent to phone someone, it's often 
impose| ble because they're ENGAGED all 
the ti me. 

ENGINE 

The ENGINES started to roar, the plane 
started to shake, and after a bumpy take- 
off ve vere sudden| y up i n the ai r over 
t he water. 

ESCAPE 

The thieves managed to get In and ESCAPE 
v|thout settl ng off the security alarm by 
cutti ng off the electr|clty s uppl y. 
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on-line time record. There was of course no con- 
trot on the amount  of t ime part icipants studied 

their glossaries or did further work on them 

after class. 

Measures. All participants were tested before 

and after their 12 weeks of vocabulary work 
using the same two-part  vocabulary test. The 

first part  consisted of the 2,000-level of Nation's  
(1990) Vocabulary Levels Test, which asked stu- 

dents  to select brief definitions for 18 words ran- 
domly  sampled from the 2,000 most frequent 
English words. This widely used test is arguably 

the most reliable vocabulary, size measure cur- 

renfly available (Schmitt, 1995). The second par t  
of the test was a gapped  passage, which asked 

examinees to fit 15 suppl ied words  from the 
same frequency level to gaps in two novel texts 
of about 250 words  each (see Figure 5). 

The two sections of the test were intended to 
assess two kinds of lexical knowledge:  (a) rela- 

tively superficial definitional knowledge,  and 
(b) the more complex knowledge required to 
recognize the appropr ia teness  of new words  in 
novel extended contexts. Gapped  passages (also 
known as rational doze  or systematic deletion 

passages), part icularly when longer than a sen- 
tence or two, have been endorsed by reading 

Figure 5 ~ Pretest-posttest (partial) (Part A from Notion, 1990) 

VOCABULARY OUlZ 
(PET 2000 A-Z) 

Name ........................................... 

P a r t  A. R e c o g n i t i o n  
(I each =18 points) 

Put the number of the word next to 
the correct defln|tion. 

1. original 
2. private 
3. row al 
4. slow 
5. sorrw 
6. total 

complete 
__ f i rs t  
__ not publio 

1.applw __make 
;2. elect __chose bw voting 
3. jump __become like 
4. manufacture water 
5. melt 

:6. threaten 

1. blame _ _  keel> awaW 
2. hide from sight 
3. hit __ have a bad 
4. invite effect on 
5. pour something 
6. spoil _ _  ask 

P a r t  B.  C I o z e  
(1 each = 15 points) 

Text 1 
Put a suitable word in each space. 
Choose f romthesewords:  

illness respects opportunitw 
shoots scener W conferences 
injured dangerous conversations 

Like ordinarw people, doctors travel 
to foreign countries for manw 
reasons. Sometimes thew travel to 
attend large international 
(1) ..................................... where 
the W oan hear about the latest 
medicines and learn new ways 
fighting disease. Of course the W 
don't always travel for work. Theg 
go sightseeing in interesHng foreign 
cities or thew v is i t  mountains, lakes 
or beaches to enjow the beautiful 
(2) ..................................... , just as 
other tourists do. But some doctors 
spend their holidaws in places that 
are not so beautiful, such as Somalia 
or Bosnia. For these doctors, their 
holidaws are an 
(3) ..................................... to help 
people in need. Theg travel to these 
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theorists as a rich measure of lexical acquisition 
(e.g., Beck & McKeown, 1991), and such pas- 
sages have the addit ional  advantage of being a 
task format well known to language learners. 
This measure is a suitable test of "flexible, trans- 
ferable, and useful" word knowledge (to quote 
the opening  paragraph of the abstract): it tests 
flexibility, since in almost every extended novel 
context a word ' s  meaning is instantiated in a 

slightly noncanonical way (Anderson & Ortony, 
1975); it clearly tests transfer; and it.tests useful- 
ness, since the intended use of lexical knowledge 
is to comprehend novel full-length texts. It is 
almost a given in texical research that learners 
will be more successful with definitional than 
with transfer tasks. The test was given two 
weeks before the beginning of the training 
per iod and then again two weeks after the end. 
No feedback was given after either testing ses- 
sion, and there was no indication that partici- 
pants  remembered  the test in any detail  when 

they encountered it a second time. 

Research design. The s tudy was organized 
around'.a repeated measures factorial design, the 
factors being 2 (Treatments) × 2 (Skill Dimen- 
sions) x 2 (Levels) at two points in time (pre- and 
posttraining). It was expected that the two treat- 
ments (contexts vs. definitions) would produce 
roughly equal gains on the definitional knowl- 
edge dimension,  but  that s tudents who had 
worked with contexts would be significantly 
stronger on the transfer dimension.  

Pretest and posttest scores for each skill 

d imension were entered into a separate repeated 
measures  analysis of variance (ANOVA), with 
pretest  and posttest  scores as dependent  vari- 
ables, and level and treatment as independent  
variables. If the experimental  predict ion was 
borne out, there should be a significant time- 
treatment interaction on the transfer task, but 
not on the definitions task. 

RESULTS 

On the definitional measure, there was a main 
effect for time, F(1,54) = 6.74, p < .05, showing 
overall  pretest scores (M = 69.53) were  lower 
than posttest (M ~= 75.91). However ,  this effect 
was  unrelated to treatment and probably 
ref leded normal acquisition rates. A gain of just 
over 6% on the.2,000-1evel of the Vocabulary 
Levels Test (Nation, 1990) represents a gain of 
120 words,  which in a period of 12 weeks means 
the learners were learning and retaining about 
10 new words  every week (in keeping with Mil- 
ton and Meara's,  1995, finding of 550 words  per  
year). Of course, this figure tells us little about 
what  the learners were able to do with this 

knowledge.  

On the transfer measure, there was a similar 
a l though larger main effect for time, F(1,54) = 
19.48, p <.001, showing overall pretest  scores (M 
= 64.84) were lower than posttest (M = 74.03). 
But on this measure there was also a significant 
interaction between time and treatment,  F(1,54) 
= 6.24, p < .05, suggest ing differential  contribu- 

Table 1 ~ Mean  pre-post and  gain scores by task, condi t ion,  and  level 

D~nitions task 
Control Experimental Control 

Pre Post Gain Pre Post Gain Pre Post 

Transfer task 
Experimental 

Gain Pre Post Gain 

Lower intermediate 
M 65.24 71.94 6.7* 65.53 74.4 8.87* 60.24 62.76 2.52 60.65 74.12 13.47"* 
SD 15.38 13.41 12.40 13.81 19.33 17.08 17.80 15.00 

Upper intermediate 
M 75.17 79.58 4 .41"  75.67 79.92 4.25* 71.42 77.08 5.66 70.75 86.83 16.08"* 
SD 11.18 12.23 10.80 12.00 12.14 10.66 12.35 8.90 

"p < .05 
*'p < .001 
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tions to the gain by condition (see Table I). The 
control students' pretest-posttest gain was 
3.83%, compared to the learner-lexicographers' 
14.55%. The significance of this difference was 
confirmed in a post hoc Tukey honestly signifi- 
cant difference (HSD) test of multiple compari- 
sons, the results of which were as follows: 
control and experimental group means were 
equal at pretest: control group means were equal 
from pretest to posttest: control and experimental 
group means were d.L~ent at posttest; and exper- 
imental group means were doCf-e,ent from pretest to 
posttest. There was no interaction between treat- 
ment and level. 

DISCUSSION 

It seems clear that the lexicography group learn- 
ers were thinking about new words in a way 
that made their knowledge more transferable to 
novel contexts. In itself, this finding is not 
entirely surprising, since it replicates a standard 
off-line finding. It has long been known that 
interpreting new words in multiple contexts is 
the main precondition for producing transfer- 
able word knowledge (Mezynski, 1983; Staid & 
Fairbanks, 1986). However, as stated previously, 
it could not be taken for granted that the multi- 
ple contexts gathered by a concordance program 
would have the same learning power as the mul- 
tiple contexts met within a more na~ral  0xne 
frame and goal structure. The present study 
shows that the contexts need not be particularly 
lengthy, continuous, or encountered over 
extended periods of time in order to produce a 
significant measure of transfer, and hence can be 
assembled and delivered by a computer pro- 
gram without losing their learning power. In 
other words, concordancing can considerably 
abbreviate the natural learning process where 
there is a reason to do so, and hence may answer 
the wish of Carroll (1964) and others for vocabu- 
lary instruction that mimics the effects of natural 
contextual learning except more efficiently. 

In a recent discussion of cognitive efficiency 
and media (Cobb, 1997b), I argued that it could 
be useful to compare different ways of present- 
ing the same information with respect to speed 
or ease of learning, or efficiency, and here I pro- 

pose the concordance as an instance of an effi- 
cient medium. A medium is efficient to the 
extent that it performs some of the work of 
learning. The main work performed by the con- 
cordance is to reduce the memory burden of nat- 
ural contextual learning, which is normally 
beset by cycles of partial learning and forgetting. 
There is no suggestion that meeting contexts in a 
concordance listing produces superior knowl- 
edge to meeting them spaced out on printed 
pages, just that it produces some of the same 
type of knowledge but in a reduced time frame. 

In the PET.2000 project, it seems clear that 
constructivism provided the general perspective 
and lexicography the specific tools for an effec- 
tive instructional design. In vocabulary acquisi- 
tion, several constraints that are possibly 
domain specific come together to make a 
learner-as-scientist approach useful: the nature 
of the data (volu~dnous and widely distrib- 
uted), the goals of learning (to transfer knowl- 
edge to novel tasks), the conditions of learning (a 
foreshortened time frame), and the limitations of 
transmission-based alternatives (the way defini- 
tional information is organized). Whether expert 
models and tools will prove similarly useful in 
other domains can not be taken for granted, The 
present study does suggest one generalization, 
that in domains where experts and learners share 
an important need, in this case for data aggrega- 
tion, then some version of the expert's tools and 
procedures may be useful to learners. 
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