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Looking over old PPTS 
• Presentations about computers in language learning 

used to be quasi-promotional 

‘CALL’  

• Promotion is no longer needed 

– All over education, computer as learning tool is here 
to stay, for better or worse 

• Facebook’s “Summit” Saga 
 

– And in language learning… 

• Rosetta, Babel, Duoling, One grain of rice, Memrise…  

• Probably many current learners’ main experience of 
instructed learning  2 



However… 

• Many computational language learning tools 
have good record keeping & motivational/game 
elements but simplistic learning models 

• Mainly single-word learning by imitation and 
association 
–OK as far as it goes 
–  Zero research  

» (other than market research) 

• Now what needs promotion is what to do with 
computers in learning 
– Through integration with SLA research 
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One CALL idea with some research 
behind it 

• “Data driven language learning” 
– As a proven, research-based, computer-assisted 

component of a language learning program 

 
• Meta-analysis on DDL in LL (2017) 

– Over 20 years, many uses, and varied environments… 
• Within-groups effect size (pre-post) effect size: d = 1.5 
• Between-groups e.s. (experimental-control) : d = .95 
• Both “strong for the field” (~Plonsky) 

 

•  And not exactly a specialty interest 
– Language Learning’s most-cited paper in 2017 
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What is Data-Driven Learning? 
What questions does it still raise? 

The source of 
language 

acquisition is… 

intuition input 
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What is Data-Driven Learning? 

• Lextutor’s Web Concordancer is an 
extended test of the ‘learner inspected’ 
model 

–A free resource, easy access, including 
mobile phone, used by about 5,000 users 
per week 

• Presumably teachers & their students  

– (more on this later) 

 

10 

learner 
inspected 



8 Examples of “input as data,” 
 or, learnability-enhanced input 

transformed by computer software 
 

• Note :  

–this means where the input is 
significantly processed by software 
• Not just Skype, e-pen-pals, Gutenberg or 

Google books, online submission 

– Valuable as those may be 
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Enhancement 1:  
Data assembly  

• Problem: if a pattern is not clear from one 
piece of input… 
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… it may be clear from several 



Enhancement 2:  
Useful effort-level raising 

• Problem: Language work needs cognitive 
engagement to be effective  
– Involvement load hypothesis 

• Laufer & Hulsteijn (2001) 
 

• Yet just raising effort per se is not efficient 
– Writing lines? 
– Committing texts to memory? 

 

• Solution: 
        Corpus work raises effort usefully 
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Why usefully? 
E.g. concordance vs. dictionary look-up for novel 
vocabulary 

– Dictionary is an easy strategy but with limited 
involvement or transferability 

• To real life & work  
 

– While assembling/examining/interpreting 
language data is a highly transferable strategy 

• Can become a habit of mind 

– And produces stronger knowledge with better 
transfer to novel contexts 

• Cobb (1997) 15 



Enhancement 3 : 
Data transformation to compensate 

for gaps in input 
• Example: TTS 
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Enhancement 3 : Data transformation 
to compensate for gaps in input 

• Problem: Spoken words map to written words 
but the mapping is not obvious  

– Words recognized in writing are not recognized in 
speech, and v-v. 
 

• Solution: TTS technology translates text to 
speech 

– makes every written word, sentence etc. click-
pronounceable 
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Enhancement 4 : 
Data transformation to focus on a 
research-indicated problem skill 

Example: Text de/re-construction 
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Enhancement 4  
Data transformation to focus on a skill 

Example: Text de/re-construction 
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• Word knowledge is consolidated through many retrievals 

Problem: Opportunities for word-to-meaning retrieval 
are numerous 

– … while meaning-to-word retrieval is rare 
• Productive lexicon = 40% of receptive 

 

• Solution: Transform written/spoken texts into cloze 
passage 

• Retrieve word/phrase from overall meaning  

• Is effortless for teacher/computer to make 

• Is usefully effortful for learner 



+ Clearly these learnability 

enhancements can function in consort 

– Combining data-assembly & meaning-word retrieval 
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Enhancement 5 : 
Data-Driven Instructional Design 

 
 E.g., Assess difficulty of text through frequency 

profiling 
 

Problem: Teachers and materials writers have a poor 
sense of word frequency 

Or what constitutes an appropriate text for Ss at a certain 
level 
 

Solution: Select or modify texts according to a 
frequency profile (VP) 
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Enhancement 5 
2 texts - Can native speaker discern which is ‘hard’ ? 

A: Well, it was a narrow escape. But we did it. 

Canadians have preserved their liberties and 
independence against the always rapacious 
American beast.  

      We knew there were powerful elements in 
the United States that wanted us to kowtow and 
genuflect to a simplistic worldview, that knuckle-
dragging Good-versus-Evil script they have been 
remorselessly propagandizing all over the world 
since 9/11.  

     They have been trying to drag Canada into this 
simpleton’s game for years, mauling truth and 
banishing nuance with a continuous stream of 
invective posing as reason, and caricature 
passing itself off as accuracy.  

       It’s a difficult thing to resist the mighty 
United States at any time, and especially difficult 
in all the dust and storm of a national election. 
But we did it.  

                                                                      124 wds 

B: My name is Dr Frederick Treves. I am a doctor 

at the London Hospital.  

   One day in 1884, I saw a picture in the window 

of a shop near the hospital. I stopped in front of 

the shop and looked at the picture. At first I felt 

interested, then I felt angry, then afraid.  

   It was a horrible, ugly picture. There was a man 
in the picture, but he did not look like you and 
me. He did not look like a man. He looked like an 
elephant. I read the writing under the picture. It 
said: Come in and see the Elephant Man. 2 pence.  

   I opened the door and went in. There was a 

man in the shop. He was a dirty man in an old 

coat with a cigarette in his mouth. 'What do you 

want?' he asked. 'I'd like to see the elephant man, 

please,' I said. The man looked at me angrily. 

'Well, you can't,' he said. 'The shop's closing now. 

You can come back tomorrow.‘     172 wds 22 



Enhancement 6 : 
Data assembly again, but (a) by 
learners & (b) with a network 

 
 

Example 

• Problem: 
- Too many new words for learners to look up 

– In reading a challenging text 
 

• Solution: 
Divide the look-ups  

– then re-assemble with a network 
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Enhancement 7 :  
Automated transfer 

 
So we have ~ 

– Data assembly 

– Useful effort raising 

– Contextual TTS 

– Meaning-to-word retrieval 

– Collaborative learning through a network… 

    + the elusive learning transfer ? 
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Automated transfer 
 

• Problem: Language learning is contextual and 
learning may not be transferred to a novel 
context 

–E.g., word knowledge 

• Word learned in one text  
– Is not recognized in another text 

• It is hard to get practice in transfer 
– Word is forgotten when re-encountered 

• A DDL approach, again with Group Lex  

–  Again ‘bringing it all together’        
26 
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Enhancement 8 :  
Negative evidence 

 Steven Pinker ~ 
The strongest argument for intuition as a source of 
language acquisition is the lack of ‘negative evidence’ in 
natural input… (paraphrase)  

How would a learner ever know what is ‘not language’? 

(= not possible in his/her particular target language) 

 

A concordance assembly from a large corpus can show 
what does not exist in a language 

 

For example, the Arab learner’s “I go to home”   
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32 Zero cases in the intended meaning in BAWE Written (8 million wds in 30 disciplines) 
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Is it better…  

• For learners to work with raw data themselves 
– Pushing the software in their own way to raise data 

comprehensibility & learnability 
• From a few hints and demos 

• Or for teachers, course designers, materials writers 
– To do this on learners’ behalf 
– Offering learners themselves just the final step in the 

process ? 
 
Ex: Ss determine the collocations of ride and drive in a 
concordance that was basically set up to make this 
obvious 

With messy or ambiguous data eliminated 

34 



A case study: Concordancing on 
Lextutor with BAWE 

 

• BAWE on Lextutor since 2018            
 >>>Well promoted 

• One of about 25 open choice corpora & text 
collections 35 
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Research Questions 

• Which resources do users exploit most in 
Lextutor’s concordance program? 

• Which resources do they exploit least? 

• Which resources do they fail to notice? 

• And is this same or different for BAWE/BASE 
corpora ?   
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What can the BAWE/BASE do? 
(as realized on Lextutor) 

Main affordances 
• Size  
• Speed  

< 10 secs for basic word + complete output 
(‘sex’=2119 lines)  

• Cf Mark Davies’ Coca, which gets speed by 
giving only 100 lines per screen 

– So everything cannot be seen together 

•  Number and nature of academic sub-divisions 
•  By far Lextutor’s best corpus 

 

     Specific examples 
 38 



1. Count + examples by discipline 
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2. Second-Sort direct from output 
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• E.g., Frequency of family members 

 



3. Click key 
for larger  
context 
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4. Separable collocation 
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5. Sort by VP level  
Most comprehensible contexts first … 
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6. With easy extraction  
        for worksheet etc. 

  

44 



7. Disambiguation with collocation 
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(Where would such a list come from?) 
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7. Challenging gap worksheets 
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RESULTS 
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Summary of feature use – all corpora 
From 49,461 independent consultations since 
April 2018 , here are the proportion seeking… 

– A particular corpus 

– Search options (equals, family, starts, ends) 

– Sort options (VP-Level, discipline, right, left) 

• Esp. Partitioned corpora 

– Collocation 

• Fixed and separable 

• Esp. Disambiguation by multiple 

– Larger context 

– Output shaping 

– Gapped output 51 



Data restriction 

The following data does not include these : 
 

– Concordance DEMO routines from input page  

• 20 in number and probably >50% of 
searches 
 

– Automated concordance calls from other 
routines 
• With pre-set defaults 
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53 * = partitioned corpus, otherwise 1-file corpus 
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SEARCH TYPE # HITS % of 542,777 

EQUALS 
                   
478,611                     88.18  

FAMILY 
                     
48,891                       9.01  

STARTS 
                       
7,374                       1.36  

CONTAINS 
                       
5,927                       1.09  

ENDS 
                       
1,841                       0.34  

S 
E 
A 
R 
C 
H 
 
T 
Y 
P 
E 
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#  
W 
D 
S. 
 
S 
E 
A 
R 
C 
H 
E 
D 
 
 

MULTIWORD SEARCH # HITS % of 542,777 

1 WORD 
                   
373,062  68.7 

2 WDS 
                     
57,879  10.66 

3 WDS 
                     
67,751  12.48 

4 WDS 
                       
6,082  1.12 

5 WDS 
                       
2,318  0.43 

SEARCH_WORD \w*.\w \w*.\w \w*.\w \w*.\w \w*.\w 
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SORT TYPE # HITS % of 542,777 
KEY 
(default) 

                   
257,153            47.4 

LEFT 
                   
207,708             38.3 

RIGHT 
                     
54,240              9.9 

VP-LEVEL 
                       
3,864              0.7 

SUB-CORPUS 1,248             0.2 

S 
O 
R 
T 
 
T 
Y 
P 
E 
 



57 

O 
U 
T 
P 
U 
T 
 
S 
H 
A 
P 
I 
N 
G 

REFIRE % of 542,777 

        
266,796         49.15  
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N 
U 
M. 
 
C 
O 
L 
L 
O 
C 
A 
T 
E 
S 

# OF 
ASSOC_WORD # HITS 

% of 
542,777 

0 WORDS 465813 85.8 

1 WORD 75314 13.9 

2 WDS 4304 0.79 

3 WDS 1883 0.35 

4 WDS 749 0.14 

5 WDS 460 0.08 

ASSOC_WORD \w*.\w \w*.\w \w*.\w \w*.\w \w*.\w 
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Requests for larger contexts on two random days 

119/813 
   = 15% 

82/1049 
    = 8% 



Interesting gap-tasks? 

• Negligible across corpora  
- despite their popularity with learners  

in my experience 

    >> and proven  
     learning power 
    >> particularly  
      in transfer  
     dimension 
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Frequency of look-up words by VP 
   By k1=0-999 etc. by combined family count 

61 

Roughly 
•   50% 1k-3k 
•  25% 4k-25k 
•   25% “off-list”  
      (mainly misspellings not found in VP’s BNC-Coca family lists  

of 25k x 5 = 125,000 word-forms) 
 



And specifically BAWE Complete 

  0 % 1 % 2 % 3 % 4 % 5 % 

# SEARCH 
WORDS - - 

    
12,763  

      
64.6  

    
3,307        16.7  1340 6.8 427 2.2 65 0.3 

# ASSOC 
WORDS      16,453  

      
83.3  

       
2,834  

      
14.4  

            
9           0.0  0 0 

  equals  %   family   %   starts   %  contains % ends %     

SEARCH 
TYPE      18,065  

      
91.5  

       
1,037  

        
5.3  

        
245           1.2  320 1.6 78 0.39 

  key  %   left   %   right   %  VP-Level % subcorp %     

SORT 
TYPE      13,527  

      
68.5  

       
2,998  

      
15.2  

    
2,596        13.1  159 0.8 465 2.35 

SEARCH 
WORD  k1  %   k2   %   k3  % k4 % k5-25 % OFF % 

K-LEVEL      15,404  
      

53.0  
       

4,900  
      

16.9  
    

4,417        15.2       1,049         3.6         2,181               7.6    1,085  3.74 

19,749 searches 
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Look-ups by frequency for BAWE Complete 

For all corpora 



What does frequency level of look-up 
items tell us? 

• Hypothesis: 

– If look-ups are mainly 1k-3k, then the interest is 
usage characteristics of common words 

• Collocation, part of speech, register, how-to-
use 

– If mainly 4k+, then meaning of uncommon words 
is the interest 

• Polysemy, homophony, inferencing from context, 
meaning within a discipline 

– BAWE pattern suggests targeting of  
usage characteristics 64 



What does fewer off-list items tell us? 

• Hypothesis: 

–Off-list items are mainly misspellings 

–High rate of misspellings suggests 
learners are working independently 

–Low rate suggests teacher has supplied 
a BAWE task 

• Which in turn supports the usage 
hypothesis 
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What distinguishes BAWE usage? 

• Fewer off-list look-ups  

• More common word look-ups 

•  Hence focus on usage in teacher-led tasks  
 

Everything else is the same as other corpora 
– Low interest in corpus partitioning 

• search, sort, collocation options 

• broader context 

• collocation 
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Putting it all together 

• Most users get one-word example from small, 
unpartitioned corpus 
– Minus interesting sort or collocation 

  

• Interesting corpora + searches get low use 
 

• Just enough to indicate… 
– They are discoverable 
–But that few discover them 

 

• High quality corpus like BAWE makes minor difference 
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But who is this user ? 

• If weekend is heavy, it is 
mainly students doing 
assignments 
 

• If weekday is heavy, it is 
mainly teachers 
preparing and 
delivering in-class 
demos 

– Confirmed by emails 

68 



Hypothesis: Users are > 50% teachers  

• The remainder are probably learners told 
to look at concordance by their teachers 

 

–But learners seem not adequately prepared 
to exploit resources most usefully 
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How many TESL training programs 
include anything about corpus ? 

• How to search, interpret, generalize patterns, 
apply patterns… 

– Let alone get learner into DDL spin-offs as 
offered by Lextutor 
 

• Mini-Experiment: Google the keywords 
“tesl training programs corpus DDL” 

– With the small problem that ‘DDL’ picks up 
‘didactique des langues’ 
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Conclusion 

• Better corpus and search tools are not 
enough 
– Users will only scratch the surface 

• Whether learners or teachers 

• Training in search & interpretation is 
essential 
– TESL MA programs are the logical place to start 

• But these have shrinking course loads, not expanding! 

• The “corpus revolution” is reaching the 
classroom 

– But it is a minimal version 72 



Conclusion 

• So to answer the starting question 
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Conclusion 

• DDL only makes sense if learners’ feel 
they are making their own discoveries in 
the language data 
– In some sort of problem-solving framework 

• But this takes some knowledge, 
preparation & planning to set up 
– I suspect we need the hidden hand of the expert a 

bit closer to the surface of DDL than it is at 
present 

• Make sure interesting data gets ‘discovered’ 
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Conclusion 

• This hidden hand is needed to make sure 
that high quality corpora and search 
tools get used and are stretched 

–And people like us are pushed to make 
them even better 

 

• But the Lextutor experiment shows this is 
unlikely to happen by itself 

 

    ~END~ 
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